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This article examines how the methods and data sources used to generate DEMs and calculate land surface
parameters have changed over the past 25 years. The primary goal is to describe the state-of-the-art for a
typical digital terrain modeling workflow that starts with data capture, continues with data preprocessing and
DEM generation, and concludes with the calculation of one or more primary and secondary land surface
parameters. The article first describes some of ways in which LiDAR and RADAR remote sensing technologies
have transformed the sources and methods for capturing elevation data. It next discusses the need for and
various methods that are currently used to preprocess DEMs along with some of the challenges that confront
those who tackle these tasks. The bulk of the article describes some of the subtleties involved in calculating
the primary land surface parameters that are derived directly from DEMs without additional inputs and the
two sets of secondary land surface parameters that are commonly used to model solar radiation and the
accompanying interactions between the land surface and the atmosphere on the one hand and water flow and
related surface processes on the other. It concludes with a discussion of the various kinds of errors that are
embedded in DEMs, how these may be propagated and carried forward in calculating various land surface
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parameters, and the consequences of this state-of-affairs for the modern terrain analyst.
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1. Introduction

The land surface plays a fundamental role in modulating the
atmospheric, geomorphic, hydrologic, and ecological processes operating
on or near the Earth's surface. This linkage is often so strong that an
understanding of the character of the land surface can directly inform our
understanding of the nature and magnitude of the aforementioned
processes (Hutchinson and Gallant, 2000). Applications that exploit this
knowledge usually rely on Digital Elevation Models (DEMSs) to represent
the surface and a steadily increasing and sophisticated range of
techniques for topographic analysis and visualization (see Fig. 1 for a
typical workflow). These techniques and data are increasingly referred to
as geomorphometry, which in its broadest sense, refers to the science of
digital terrain modeling [see Hengl and Reuter (2009), Li et al. (2005),
Wilson and Gallant (2000a), and Zhou et al. (2008) for examples of
recent books that exemplify this view].

Modern geomorphometry focuses on the extraction of measures
(land surface parameters) and spatial features (land surface objects)
from digital topography. This description relies on the specific and
general modes of geomorphometric analysis first distinguished by
Evans (1972). The specific mode describes discrete surface features
(i.e. landforms) and the general mode describes the continuous land
surface. Pike et al. (2009) have since updated these definitions such that
a land surface parameter is a descriptive measure of surface form
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(e.g. slope, aspect, topographic wetness index) and a land surface object
is a discrete surface feature (e.g. watershed boundary, cirque, alluvial
fan, drainage network). While better, it is worth noting that this is a
somewhat arbitrary distinction and there are already examples of work
that show these two views are intimately linked to one another
(e.g. Gallant and Dowling, 2003; Deng and Wilson, 2008) and that
anticipating and representing these linkages will grow in importance in
future applications.

Geomorphometry is simultaneously a rapidly evolving and yet
complicated field. This is in part due to technology — there are an
increasing number of digital remote sensing data sources and many
subtleties involved in creating DEMs from these as well as traditional
sources (e.g. Maune, 2001). The subtleties point to a series of key
questions - should unwanted depressions be removed?, should DEMs
be smoothed first, and if so, by what method?, what algorithms should
be used to propagate DEM error and how should this uncertainty (error)
be handled through subsequent analyses?, among others - for which
there may not be clear and unambiguous answers. However, these
challenges can also be attributed to the steady growth in the number of
parameters and algorithms for processing DEMs and extracting both the
descriptive measures (parameters) and surface features (objects). The
values of these parameters and/or the characteristics of the objects will
vary depending on a variety of factors, including the mathematical
model by which they are calculated, the size of the search window, and
the grid resolution.

Notwithstanding these challenges, the computed land surface
parameters and landform objects have been adopted in a large number
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Fig. 1. The main tasks associated with digital terrain modeling.
From Hutchinson and Gallant, 2000, p. 30.

and variety of applications and environmental settings — to predict the
distribution of soil properties (e.g. Zhu et al., 1997; Bishop and Minasny,
2005), model soil redistribution (i.e. erosion and deposition) processes
(e.g. MitaSova et al., 1995), assess the likelihood of slope hazards
(e.g. Guzzetti et al., 2005; Kheir et al., 2007), model solar radiation
potential (e.g. Stri and Hofierka, 2004; Reuter et al., 2005), improve
vegetation mapping (e.g. AntoniC et al., 2003; Bolstad and Lillesand,
1992), and analyze wildfire propagation (e.g. Hernandez Encinas et al,,
2007), among others.

This article examines how the methods and data sources used to
generate DEMs and calculate land surface parameters have changed
over the past 25 years. The primary goal is to describe the state-of-
the-art for a typical digital terrain modeling workflow that starts with
data capture, continues with data preprocessing and DEM generation,
and concludes with the calculation of one or more primary and
secondary land surface parameters. Band (2011—this issue), Bishop
(2011—this issue), Evans (2011—this issue), Mitasova et al. (2011—
this issue) and Pelletier (2011—this issue) describe the changing role
and significance of these land surface parameters in landform
classification and a variety of environmental modeling applications.

The remainder of the article is organized as follows. The next section
describes how the sources and methods for capturing elevation data have
evolved rapidly during the past two decades. Section 3 describes the need
for and methods used to preprocess DEMs along with some of the
challenges that confront those who tackle these tasks. Section 4 describes
the primary land surface parameters that are derived directly from DEMs
without additional inputs and the two sets of secondary land surface
parameters that are commonly used to model solar radiation and the
accompanying interactions between the land surface and the atmo-
sphere on the one hand and water flow and related surface processes on
the other. Section 5 discusses the various kinds of errors that are
embedded in DEMs and how these may be propagated and carried
forward with the calculation of various land surface parameters. The final
section offers some concluding remarks and ideas for future work.

2. Data capture

The generation of DEMs incorporates three interrelated tasks: (1) the
sampling of the land surface (ie. the gathering of height measure-

ments); (2) creating a surface model from the sampled heights; and
(3) correcting errors and artifacts in the surface model (Hengl and Evans,
2009). We take up the first two tasks below and leave the third to the
following section because we are more often than not interested in how
these errors and artifacts influence our analysis rather than elevation
per se.

The most common data form is the square-grid DEM, a gridded set
of points in Cartesian space attributed with elevation values that
describe the Earth's ground surface (see Fig. 5 for an example of this
grid structure). However, as Hengl and Evans (2009) have observed,
the way we conceptualize the surface is becoming more and more
important. There are not only the problems that arise because of the
loss of many locally significant terrain features (i.e. ridgelines, stream
bottoms) and the scale dependency of many of the descriptors we use
to describe the topographic surface when we are limited to coarse
DEMs [see Kienzle (2004), Raaflaub and Collins (2006) and Zhang and
Montgomery (1994) for descriptions of these kinds of problems], but
there is also a need for better algorithms to filter out vegetation,
buildings, and other man-made structures in the new and more
accurate DEMs that can be generated from remote sensing systems
(i.e. LIDAR), and what exactly constitutes the surface then becomes
more problematic. Indeed, this same ambiguity is true of stream
channels given that the initiation of and paths followed by these
features may vary from storm to storm in upland areas (Montgomery
and Dietrich, 1989, 1992; Sheng et al., 2007). Finally, the generation of
“bare earth” DEMs that is often held up as the preferred result would
seem less than optimal for a number of applications, such as non-
point source pollutant applications that seek to trace pollutants from
their sources to the ocean across large metropolitan regions (Fig. 2).

The data sources and processing methods for generating DEMs
have also evolved rapidly over the past 20-30 years — from ground
surveying and topographic map conversion to passive methods of
remote sensing and more recently to active sensing with LiDAR and
RADAR. Nelson et al. (2009) distinguished three general classes of
DEM data - those collected from: (1) ground survey techniques
(including electronic theodolites, total stations, Electronic Distance
Measuring (EDM) and Global Positioning System (GPS) units);
(2) existing topographic maps (derivation of contours, streams, lakes
and spot heights from existing hardcopy topographic maps); and
(3) remote sensing (both airborne and satellite photogrammetric/
stereo methods, airborne laser systems, and both airborne and satellite
radar using interferometry) - and offered a succinct summary of the
major features of each of these options (Table 1).

The rapid growth in sources of mass-produced DEMs during the
past two decades, such as the Shuttle Radar Topographic Mission
(SRTM) and laser ranging (LiDAR) surveys, has seen DEM resolution
improve considerably although the current state-of-the-art and range
of applications that can be supported are more often than not a
function of the geographic extent of the area of coverage or interest.

Hence, reliance on LiDAR surveys has grown quickly and this
source now dominates local and regional projects everywhere.
Belgium and the Netherlands, for example, have already produced
national LiDAR digital surface models (DSMs) at resolutions of 2-5 m
and much finer resolution DEMs have been produced for many
smaller areas as well (Nelson et al., 2009). The advantages of using
LiDAR include the high density of sampling, high vertical accuracy,
and the opportunity to derive a set of surface models given that some
laser scanning systems can already provide at least two versions of the
surface: the vegetation canopy (first returns) and ground surface (last
returns), which should help with the modeling of water budgets in
heavily vegetated areas (forests) and in built environments (i.e. urban
areas). However, the small footprint and measurement challenges
encountered in areas with tall buildings, dense vegetation canopies
and water surfaces make this a relatively expensive option and
numerous studies have documented how the accuracy of LiDAR
elevation data varies with both the sensor system that was used
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Fig. 2. Schematic showing the complexity of the “land” surface in urban landscapes.

From Division of Information Technology, Engineering and the Environment, Barbara Hardy Centre for Sustainable Urban Environments, University of South Australia website;

http://www.unisa.edu.au/barbarahardy/research/3D.asp.

(Dowman, 2004) and the land cover and other characteristics of the
land surface (Hodgson et al., 2005).

Very impressive gains have been made at the continental and global
scales (extents). Hence, the 3 arc-second SRTM DEM that was developed
from satellite data collected over a nine-day window in 2000 covers a
large fraction of the globe (from 60° N to 58° S) and has already emerged
as one of the most consistent, complete and popular environmental
datasets in the world (Nelson et al., 2009; Zandbergen, 2008). The three
arc-second (~90 m) grid spacing is much better than the 1 km spacing of
the worldwide GTOPO30 DEM and an accuracy assessment using

Table 1
Key characteristics of data sources.

kinematic global positioning systems (GPS) data showed good absolute
height accuracy, with 90% of the errors <5 m (Rodriguez et al., 2006).
This product must nevertheless be used carefully because: (1) it shows a
DSM (not a bare-earth model); (2) surface characteristics may affect
accuracy; (3) voids often occur at the land-water margins; (4) problems
may occur in desert and mountain areas due to foreshadowing and
shadowing effects (Rodriguez et al., 2005); and (5) the current 90 m
resolution provided by the global SRTM DEM is not fine enough for the
mapping of soils, vegetation and similar phenomena (Gessler et al.,
2009). Last but not least, a series of recent studies has shown a positive

Modified from Nelson et al., 2009, p. 83-84.

Source

Resolution (m)

Accuracy

Footprint (km?)

Post-processing
requirements

Elevation/surface

Ground survey
GPS
Table digitizing

On-screen digitizing
Scanned topo-map

Ortho-photography
LiDAR

InSAR/IfSAR

SRTM, Band C
SRTM, Band X

ASTER
SPOT

Variable but usually <5 m
Variable but usually <5 m
Depends on map scale and
contour interval

Depends on map scale and
contour interval

Depends on map scale and
contour interval

<1

1-3

2.5-5

90 (30)

30

30
30

Very high vertical and horizontal
Medium vertical and horizontal
Medium vertical and horizontal

Medium vertical and horizontal
Medium vertical and horizontal

Very high vertical and horizontal
0.15-1 m vertical, 1 m horizontal
1-2 m vertical, 2.5-10 m horizontal
16 m vertical, 20 m horizontal

16 m vertical, 6 m horizontal

7-50 m vertical, 7-50 m horizontal
10 m vertical, 15 m horizontal

Variable, but usually small Low Elevation
Variable, but usually small Low Elevation
Depends on map footprint Medium Elevation
Depends on map footprint Medium Elevation
Depends on map footprint High Elevation
- High Surface
30-50/h High Surface
Depends on method of acquisition High Surface
Almost global, 60° N to 58° S Potentially high Surface
Similar to B and C, but only every Potentially high Surface
second path is available

3600 Medium Surface
72,000 per swath Medium Surface
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relationship between elevation error and height of the canopy (e.g.
Carabajal and Harding, 2006; Hofton et al., 2006; Shortridge, 2006; Berry
et al,, 2007; Bhang et al., 2007) and one in particular, indicating how
low-lying, riparian areas may be represented as substantially higher
than the surrounding agricultural areas (leading to an inverted terrain
model; LaLonde et al,, 2010), highlights the need to assess fitness for use
before deploying one or more of these datasets for a specific application
or study area. The presence of and propagation of error is taken up again
in more detail in Section 5.

Some, but not all of the aforementioned problems, may be addressed
by the Advanced Spaceborne Thermal Emission and Reflectance
Radiometer Global Digital Elevation Model (ASTER G-DEM) that was
released in 2009. This new product offers better resolution (one vs. three
arc-seconds) and better spatial coverage (83° N to 83° Svs.60° N to 58°S)
as well as comparable vertical and horizontal accuracy (7-20 m vertically
and 30 m horizontally compared to 16 m and 20 m, respectively for
SRTM) (Hiranoa et al., 2003; Nelson et al., 2009; Slater et al., 2009). In
addition, the missing data problems caused by clouds will be easier to fill
because of the open-ended acquisition schedule but the 30 m resolution
will of course still not be sufficient to support the mapping of soils,
vegetation and similar phenomena in most landscapes. The release of this
product is so recent that there are few published reports documenting
the strengths and weaknesses of this new data source for specific
locations and/or applications.

Whatever the data source that is chosen, this is usually just the first
step because some preprocessing will usually be required no matter
what the source or intended application. These tasks and some of the
challenges and issues that accompany them are taken up in the next
section.

3. Data preprocessing and DEM construction

The preparation of elevation data for geomorphometric analysis is
tricky because elevation, per se, is typically not the attribute of interest
and this means that the true geomorphological accuracy can only be
assessed by measuring surface parameters and objects such as drainage
lines, landforms or viewsheds in the field and then comparing their
shapes, distributions, and location with the values obtained by
geomorphometric analysis (e.g. Fisher, 1998; Wilson et al., 2008).
Reuter et al. (2009, p. 90) suggested that the true applicability of DEMs
for geomorphometric analysis can only be assessed by providing
answers to the following questions: (1) how accurately is the surface
roughness represented?, (2) how accurately is the shape of the land
surface represented (i.e. concave and convex shapes, erosion and
deposition, water convergence or divergence but see Hutchinson and
Gallant (2000) for additional ways to evaluate this component of data
quality)?, (3) how accurately are the “real” world ridgelines and
streamlines detected?, and (4) how consistently are elevations
measured over the whole area of interest? The answers to these and
similar questions are interrelated, and there will almost certainly still be
errors present in the available and/or preferred DEM(s) notwithstand-
ing the answers to these important questions. The frequency and
magnitude of errors will depend on the technologies and methods used
to collect the source data, the preprocessing algorithms that are applied,
and the characteristics of the land surface itself.

Not surprisingly, the horizontal and vertical resolution of the
elevation data used to portray a terrain surface will have a significant
influence on the level of detail and the accuracy of the portrayal of
surface features and on the values of the land-surface parameters that
are computed from a DEM (MacMillan and Shary, 2009). Numerous
authors have documented the effects of grid spacing on the value and
accuracy of land surface parameters and landform objects (e.g. Zhang
and Montgomery, 1994; Florinsky, 1998; Jones, 1998; Wilson et al.,
2000; Thompson et al., 2001; Shary et al., 2002; Tang et al., 2002;
Kienzle, 2004; Warren et al., 2004; Zhou and Liu, 2004; Hengl, 2006;
Raaflaub and Collins, 2006). However, the increasing interest in

various forms of multi-scale analysis [see Gallant and Dowling (2003)
and Sulebak and Hjelle (2003) for two recent examples] and the
enduring need to be able to move seamlessly across scales mean that
more work is needed on these scale relationships and effects.

Beyond these kinds of relationships and the ensuing impacts, the
decisions made about unwanted depressions (i.e. spurious pits or
sinks) will have a large impact on the subsequent analysis and
interpretation of the results of geomorphometric analysis. Two
approaches have found frequent use — one relies on progressively
filling the sinks by increasing their elevation values until the elevation
of their lowest outflow point is reached (e.g. Jenson and Domingue,
1988; Martz and de Jong, 1988; Soille and Gratin, 1994; Planchon and
Darboux, 2001; Wang and Liu, 2006), whereas the second method
creates a descending path from the bottom of the sink by carving the
terrain along this path until the nearest point is reached which has an
elevation lower than the bottom of the sink (e.g. Morris and
Heerdegen, 1988; Rieger, 1992; Martz and Garbrecht, 1999; Soille
et al., 2003; Soille, 2004). However, Reuter et al. (2009) recently used
both of these approaches along with one that combined sink filling
and carving such that the sum of the differences in elevation between
the input DEMs and the output DEMs that did not have sinks were
minimized. This combined approach produced superior results for the
Baranja Hill study catchment in Croatia [see Grimaldi et al. (2007)
for an alternative physically-based approach]. Lindsay and Creed
(2005a,b, 2006) have also combined elements of the aforementioned
approaches and used them to distinguish artifact and real depressions
in digital elevation data and to propose a minimum impact approach
for removing the artifact depressions in relatively flat landscapes like
those occurring on the Canadian Shield.

There are at least two other related challenges that may need to be
addressed as well. The first concerns the problem of unresolved flow
directions on flat terrain because the assignment of flow directions
relies on the presence of elevation differences between adjacent cells
to drive the flow. The presence of lakes and reservoirs and reliance on
the first of the aforementioned approaches for filling sinks may
exacerbate this challenge by creating artificial flat regions as well.
Whatever the cause, one of two approaches is typically used to
remove or minimize these kinds of problems. The first relies on an
iterative procedure to assign a single flow direction to a neighboring
cell without alteration of the elevation values (Jenson and Domingue,
1988), whereas the second method makes small alterations to the
elevation of the flat cell(s) in order to create a small artificial gradient
(Garbrecht and Martz, 1997). The solutions obtained with these
approaches will vary slightly from one another and an intimate
knowledge of the field conditions will usually be required to know
whether one approach produces superior results in most landscape
settings.

The second challenge is the need to reconcile the DEM and drainage
lines acquired from some other source (dataset) (Lindsay et al., 2008).
One approach relies on stream “burning” where the local topography is
altered to provide consistency with some existing vector hydrography
dataset (Saunders and Maidment, 1996) and the second method utilizes
the stream network as a part of the surface fitting approach used to
generate square-grid DEMs (Hutchinson, 1989). We have used the latter
almost exclusively in our own work, in part because the latter approach
is embedded in a modeling environment (ANUDEM or the Topo to
Raster tool in ArcGIS 10.x) that tackles the last three problems (i.e.
unwanted depressions, unresolved flow directions in flat terrain, and
reconciliation of elevation and hydrography datasets) simultaneously.

ANUDEM (Hutchinson, 1988, 1989, 1996) can work with contours
and spot heights and uses an iterative finite difference interpolation
technique to build one or more square-grid DEMs. The four diagrams
reproduced in Fig. 3 and accompanying text in Hutchinson (2008)
provide a concise summary of the results that can be expected when
using this approach. The method basically starts with a coarse grid,
enforces the drainage conditions (using one or more depictions of
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Fig. 3. Key steps and outputs of using the ANUDEM direct gridding methods of Hutchinson (1988, 1989, 1996). The four maps show: (a) contour, point elevation and streamline data;
(b) minimum curvature gridding of point elevation data with spurious sinks or depressions; (c) spurious sinks removed from the surface in (b) by the drainage enforcement
algorithm; and (d) contour, stream and ridge lines derived by the ANUDEM procedure from the topographic data shown in (a).

From Hutchinson, 2008, p. 148, 153-155.

stream lines), increases the spatial resolution, enforces the drainage
conditions again, and so on, until the desired resolution is reached. It is a
very popular technique because it produces a hydrologically-correct
land surface model (i.e. one in which the ridges are retained, streams
enforced, and spurious sinks removed) although like all interpolators,
this approach may not produce optimal results if poor input parameters
are selected (Wise, 2000) That said, the choice of the preferred
interpolation technique may depend in part on the source of the data
(precise height measurements might lead one to choose an exact
interpolator whereas noisy data would direct our attention to an
approximate interpolation technique) and the characteristics of the
application [see Pain (2005) for an extended discussion of these issues].

The rapid growth in sources of mass-produced, remotely sensed
DEMs during the past two decades has demanded new forms of DEM
preprocessing. Reuter et al. (2009) and Webster and Dias (2006), for
example, describe various approaches and opportunities for ortho-
rectifying DEMSs, reducing local outliers and noise, filtering water
surfaces, filtering pure noise, filtering forests in SRTM DEMs, reducing
padi terraces (i.e. areas with closed contours where all the surrounding
pixels show the same value), filling voids and sinks, mosaicking adjacent
DEMs, and filtering LIDAR DEMs. Some problems are more difficult to fix
than others and numerous authors have noted the presence of
systematic and random errors that are not so easy to detect and correct
in LiDAR datasets for example (Filin, 2003; Katzenbeisser, 2003). The
detection of distance errors, of varying deflection errors and of time
delays between measurements is especially difficult and specific to the

composition of the LiDAR sensor system and the large number of
parameters that were assigned when the individual sensor systems
were manufactured (Dowman, 2004).

Reuter et al. (2009) also noted two additional trends that have
emerged in recent years. The first is the integration of topographic and
auxiliary information (such that the location of lakes, streams, ridges,
and/or breaks will be identified from satellites and incorporated in the
DEM processing chain similar to what happens with ANUDEM) and
the second is the increased use of fully data-driven simulation
methods that reduce some or all of the aforementioned errors by
calculating the average value of the land surface parameter from
multiple equi-probable realizations of the DEM (e.g. Burrough et al.,
2000; Hengl et al., 2004; Raaflaub and Collins, 2006).

4. Calculation of land surface parameters

The typical digital modeling workflow, once there is a suitable DEM
at hand, will focus on either the extraction of measures (land surface
parameters) and/or spatial features (land surface objects). Two classes
of land surface parameters - primary and secondary - are usually
distinguished and the same distinction is used in the discussion that
follows here. The use of land surface parameters to identify landform
classes and features (i.e. objects) can be traced to the pioneering work of
Speight (1968) and Dikau (1989) and recent developments include the
use of automated fuzzy classification algorithms to detect landform
facets (e.g. Burrough et al., 2000; Schmidt and Hewitt, 2004). These
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applications will not be discussed further given that they rely on
increasingly sophisticated methods and the land surface parameters
described in more detail below constitute basic building blocks for these
and other forms of more sophisticated analysis.

4.1. Primary land surface parameters

The primary land surface parameters are derived directly from the
DEMs without additional inputs. A variety of terms have been used to
describe these parameters. Olaya (2009), for example, referred to
them as ‘basic’ land surface parameters and noted that they can be
calculated from the DEM without further knowledge of the area
represented. He then distinguished local and regional parameters
because the latter consider additional parts of the DEM apart from the
exact area for which parameters are to be calculated. Florinsky (1998)
also distinguished local primary attributes that are calculated as a
function of their surroundings and non-local primary attributes that
require the analysis of a larger, non-local land surface area from a
computational perspective. Wilson and Burrough (1999) later
explained the distinction between local vs. non-local terrain attributes
in terms of the existence of local interactions between neighboring
points and “action-at-a-distance” forces (see Fig. 4 for details). Typical
examples of local primary land surface parameters (i.e. attributes)
include slope, aspect, and plan and profile curvatures; non-local
primary land surface parameters include flow path length, proximity
to nearest ridgeline, dispersal area, and upslope contributing area.
Table 2 lists the most frequently used primary and secondary land
surface parameters and their significance.

Most local parameters are calculated by moving a three-by-three
window across a grid and calculating land surface parameters for the
target cell (i.e. the central cell in the three-by-three window) (Fig. 5).
There are special rules for how to handle the edges and this approach
produces a new grid with the same dimensions as the DEM for each
parameter. A variety of equations have been proposed to calculate slope
and aspect (i.e. the first derivatives) and curvatures (second derivatives) —
see Evans (1972), Florinsky (1998), Moore et al. (1993a), Pennock et al.
(1987), Shary et al. (2002) and Zevenbergen and Thorne (1987) for well-
known examples - and each is likely to produce slightly different
estimates across a range of land surface conditions (flat, undulating, steep
terrain, etc.). The interested reader will find more details about the
performance of these equations in Hengl and Evans (2009) and Skidmore
(1989).

The calculation and interpretation of the slope and aspect grids is
reasonably straightforward (see Fig. 6 for an example of a slope grid).

Table 2
List of primary and secondary land surface parameters and their significance.
Modified from Wilson and Gallant, 2000b, p. 7 and Olaya, 2009, p. 142.

Parameters Type Significance

Elevation Local Climate, vegetation, potential energy

Slope Local Precipitation, overland and subsurface flow
velocity and runoff rate, soil water content

Aspect Local Flow direction, solar insolation,
evapotranspiration, flora and fauna
distribution and abundance

Profile curvature Local Flow acceleration and deceleration, soil
erosion and deposition rates

Tangential curvature Local Local flow convergence and divergence

Roughness Local Terrain complexity

Elevation percentile Local Relative landscape position, flora and fauna
distribution and abundance

Flow width Local Flow velocity, runoff rate, and sediment load

Upslope contributing Regional Runoff volume, soil water content, soil
area redistribution
Flow-path length Regional Runoff volume, soil water content, soil
redistribution
Upslope height, elevation- Regional Distribution of height values, potential
relief ratio, hypsometric energy, flow characteristics
curve, etc.
Mean slope of upslope ~ Regional Runoff velocity and possibly other flow
area characteristics
Mean slope of dispersal ~ Regional Rate of soil drainage
area
Visual exposure Regional Exposure, solar insolation, wind patterns
Topographic wetness Regional Spatial distributions and extent of zones of
index saturation (i.e. variable source areas) for
runoff generation as a function of upslope
contributing area, soil transmissivity, and
slope
Regional Erosive power of flowing water (based on the
assumption that discharge is proportional to
the specific catchment area)

Stream power index

The profile (or vertical) curvature and tangential (horizontal) curvature
are often used to distinguish locally convex and concave shapes (see
Fig. 7 for an example of a profile curvature grid). The convention
followed in the earth sciences is to write the sign of curvature as positive
for a convex surface shape and negative for a concave surface shape
(Olaya, 2009, p. 150). That said, concave tangential curvature indicates
convergence and convex tangential curvature indicates divergence of
flow lines (which may in turn influence overland flow paths, soil
moisture distribution, soil redistribution, etc.). Convex profile curvature
indicates acceleration of flows and a local increase in potential energy

Site specific(t)

Time series inputs

Site specific(t)

U,=1fA,B,C,...)

Local-global interactions
Yempora! feedback

STATE (U) = f(point inputs/outputs A,
neighborhood interactions
B, actions-at-a-distance, C)

Fig. 4. Schematic showing site-specific, local and regional interactions as a function of time.

From Wilson and Burrough, 1999, p. 739.
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Fig. 5. Local parameters are usually calculated by moving a 3 x 3 grid across the DEM.
From Olaya, 2009, p. 143.

whereas concave profile curvature indicates a flattening of the slope and
therefore a decline in potential energy (e.g. Fig. 7). Plan curvature is
sometimes used to describe the curvature of contour lines and should
yield similar results to tangential curvature so long as the contour lines
describe the shape of the land surface (Gallant and Wilson, 2000). Olaya
(2009) describes several other curvatures and their potential signifi-
cance in the earth sciences.

Olaya (2009, pp. 157-163) also described a number of what he
called statistical parameters which shares some similarities with the
list of elevation residuals proposed by Gallant and Wilson (2000,
p. 73-76). We prefer the latter list - it is shorter and the significance of
each of the elevation residuals seems straightforward - although just
one of these parameters (terrain roughness) has found widespread
use (for characterizing wind directions, exposures, etc.). This
parameter is usually taken to be the standard deviation or coefficient
of variation of elevation in some circular window and is therefore a
useful measure of the local relief or roughness of the landscape at the
scale specified by the radius of the window (so long as the elevation

Fig. 6. Percent slope grid derived from the Cottonwood Creek, Montana DEM using the
finite difference formula, with the catchment boundary overlaid.
From Gallant and Wilson, 2000, p. 54.

Profile curvature
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Fig. 7. Profile curvature (radians per 100 m, convex curvatures are positive) grid for the
Cottonwood Creek, Montana DEM, with the catchment boundary overlaid.
From Gallant and Wilson, 2000, p. 59.

differences with respect to the regression plane are accounted for in
mountainous terrain and continental scale applications).

One possible reason for the slow uptake of many of this last group
of land surface parameters is that their biophysical meaning is not
clear. This problem may be exacerbated by the multi-collinearity of
numerous pairs of attributes. There are now 30 or more primary land
surface parameters and they are mostly empirical in nature and as
such, are based on perhaps two fundamental parameters. This state of
affairs means that two or more parameters may yield the same
information (the classic example is relief and slope) and they should
therefore be used and interpreted carefully. The use of primary and
secondary land surface parameters with fuzzy k-means classification
to delineate landform classes, for example, should start with
correlation analysis to confirm that the candidate inputs are not
highly correlated with one another [see Burrough et al. (2000), Deng
et al. (2006, 2007), Deng (2007), and Deng and Wilson (2006, 2008)
for examples of good practice].

The regional (i.e. non-local) land surface parameters are mainly
concerned with the climatic, geomorphic, hydrological or visual
properties of landscapes. The first category relies on the accurate
delineation of the shadowing, sky view and reflective character of the
surrounding terrain (as will be discussed in more detail in the next
section). The geomorphic and hydrological parameters focus on the
movement of water and sediment and as such, rely on the accurate
delineation of watersheds (and by extension, the availability of DEMs
that include these features). The most common parameters are
upslope contributing area, flow path length and a variety of statistical
measures summarizing the elevation and slope values upslope and
downslope of each grid cell (see Table 2 for additional details). The
subtleties of calculating the flow direction grid from which many of
these parameters are derived and the importance of considering
climate and soil parameters along with the shape of the land surface
itself are taken up in more detail in the next section as well. For the
final category, we can calculate the visibility (i.e. from what other
points can a single point be seen or the reverse, what other points can
we see from a single point) by drawing the line of sight from the point
of interest to all other points and check whether or not the relief forms
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that occur between them block visibility. From here we can calculate
various measures of visual exposure, such as the number of cells that
can be seen from each cell [see Fisher (1991, 1992, 1993, 1995, 1996)
and Ruiz (1997) for examples of these types of applications and some
of the pitfalls that must be avoided].

Last but not least, we need to take up the issue of scale in the
context of these primary land surface parameters. The local terrain
shape, which is usually thought of as the continuous variation of
elevation values over the terrain surface from point to point, has an
enormous impact on local and regional terrain attributes, but this role
is influenced by data and computational factors as well. Florinsky
(1998) suggested that local attributes, such as slope gradient, aspect,
and curvatures, are mathematical variables rather than real world
values. This statement may be extended to all local terrain attributes
for two reasons. First, local terrain shape may rely on different
mathematical descriptions, so that calculated local attributes depend
on algorithm selection. Second, the terrain shape portrayed by DEMs
is a function of scale, combining the complexity of the terrain, scale or
resolution of data, and spatial scale at which the terrain surface is
observed (e.g. Deng et al., 2008). Thus it is possible to use the same
local attribute to describe terrain shape at different scales (resolu-
tions). The special feature of non-local primary attributes is that they
rely on the terrain shape of a larger, non-neighbor area and need to be
defined with reference to other non-local points. Therefore, calculat-
ing non-local attributes is more difficult because it incurs additional
efforts in constructing point-to-point connections over the landscape
and involves more complex algorithms and scale considerations (e.g.
Desmet and Govers, 1996; Gallant and Wilson, 2000).

4.2. Secondary land surface parameters

There are two basic sets of secondary land surface parameters. The
first is the hydrologic land-surface parameters for quantifying water
flow and related surface processes and the second is a series of solar
radiation models and methods for quantifying the interactions between
the land surface and the atmosphere. The underlying theory for both is
well established (see Moore et al. (1991) for a review of both the basic
principles and some early applications), and the computational
methods have evolved continuously over the past 20 years along with
the resolution and quality of the underlying digital elevation models.

The movement of water is primarily driven by gravity and to some
degree modified by the properties of the material it flows through or
over (Gruber and Peckham, 2009). The effect of gravity can be
approximated well and easily with a DEM but the surface and subsurface
properties and conditions are cumbersome to describe and treat. There
are steadily improving regional and national databases describing the
spatial variability of selected land surface and soil characteristics (e.g.
Miller and White, 1998), but these have a much coarser resolution than
our DEMs and seldom include the various properties needed for specific
applications. The typical approach relies on a series of parameter
estimation equations (e.g. Rawls, 1983; Saxton et al., 1986; Abdulla and
Lettenmier, 1997; Homann et al.,, 1998; Waltman et al.,, 2003; Saxton and
Rawls, 2006), although these will introduce some additional uncertainty
and error to the analytical workflow or modeling application at hand
(e.g.Band, 1993; Wilson et al,, 1996; Zhu and Mackay, 2001; Quinn et al,,
2005). Given this state of affairs, we can assume that the DEM-based
parameters will do better where the relative importance of gravity is
greatest (i.e. in headwater areas and on steep slopes).

The initial development and use of flow-based land-surface
parameters can be traced to the introduction of the D8 algorithm
(O'Callaghan and Mark, 1984). However, this is now but one or more
than a dozen flow routing algorithms and a distinction is usually drawn
between single- and multiple-flow direction algorithms (Fig. 8). The
single flow routing algorithms, which direct flow to just one downslope
or neighboring cell, include the Rho8 (Fairfield and Leymarie, 1991) and
aspect-driven kinematic routing (Lea, 1992) algorithms in addition to

the D8 algorithm. The multiple flow routing algorithms, which are
capable of directing flow to two or more downslope or neighboring cells,
include the FD8 (Freeman, 1991), TOPMODEL (Quinn et al., 1991, 1995),
DEMON (Costa-Cabral and Burges, 1994), D« (Tarboton, 1997), and
Mass-Flux algorithms (Gruber and Peckham, 2009). These flow routing
algorithms will usually generate very different results (see Figs. 9
and 10 for examples of upslope contributing area grids generated with
the D8 and DEMON flow routing algorithms). The performance of these
flow routing algorithms has been compared across a variety of
landscapes (e.g. Wolock and McCabe, 1995; Desmet and Govers,
1996; Wilson et al., 2000; Chirico et al.,, 2005; Zhou and Liu, 2002;
Endreny and Wood, 2003; Wilson et al., 2007) and Wilson et al. (2008)
recently evaluated the performance of nine such algorithms - ANSWERS
(Beasley and Huggins, 1978), D8 (O'Callaghan and Mark, 1984), Rho8
(Fairfield and Leymarie, 1991), FD8/TOPMODEL (Freeman, 1991; Quinn
etal, 1991,1995), Lea's aspect-driven kinematic routing algorithm (Lea,
1992), DEMON (Costa-Cabral and Burges, 1994), the flow decomposi-
tion algorithm of Desmet and Govers (1996), De (Tarboton, 1997), and
MFD-md (Qin et al., 2007) - and showed how the various algorithms
can be expected to generate different patterns of flow (based on upslope
contributing areas) on different parts of a hillslope or watershed.

It is also clear that the multiple flow routing algorithms have grown
in popularity over time. The fundamental goal with this class of
algorithms is to find a method or sequence of methods that move water
into one or more downslope cells, and Gruber and Peckham (2009) have
noted how this approach might be justified by actual divergence (i.e. the
need to treat flows across convergent and divergent land surfaces) and/
or the attempt to overcome the limits of having only eight adjacent cells
(i.e. methods to overcome limitations generated when we represent a
continuous flow field with a regular grid that only has eight possible
directions in multiples of 45°).

This pair of explanations helps to explain why the final choice of flow
routing method for a specific application will be a compromise. The
single flow direction algorithms cannot represent divergent flow but for
the same reason have no problem with over-dispersal (i.e. the dispersal
of the available flow over too many cells or too large an area); however,
the multiple flow direction algorithms can represent divergent flow but
usually also suffer from some over-dispersal. The subtleties and
outcomes of the methods concerned with the need to: (1) treat
ambiguous flow directions (as for example occurs along ridgelines or
saddles and across flat plains or valley bottoms); and (2) reconcile the
DEM-delineated flow lines and the drainage lines acquired from some
other source are also likely to influence the results generated with these
different flow routing algorithms.

That said, the flow directions are usually computed so we can
calculate upslope contributing areas (i.e. flow accumulation areas) and
delineate the drainage networks [see Band (1986, 1989, 1991),
Montgomery and Dietrich (1989, 1992) and Peckham (1998) for
examples of methods for delineating drainage networks with single
flow direction algorithms] along with the basin boundaries and a series
of both basin and channel attributes. The topographic wetness and
stream power indices are among the most popular of these attributes
and unlike the catchment (basin) boundaries and some other attributes,
this pair of attributes can be calculated with both the single and multiple
flow direction algorithms.

The typical form of the topographic wetness index assumes steady-
state conditions and describes the spatial distribution and extent of
zones of saturation (i.e. variable source areas for runoff generation) as a
function of upslope contributing area, slope and occasionally soil
transmissivity (this last term is often omitted because the transmissivity
is assumed to be constant throughout the catchment). The steady state
form of the topographic wetness index predicts zones of saturation
where the specific catchment area is large (which typically occurs in
converging areas of the landscape), the slope is small (which typically
occurs at the base of concave slopes), and soil transmissivity is low
(which is often characteristic of areas with shallow soils). This index has



J.P. Wilson / Geomorphology 137 (2012) 107-121 115

Fig. 8. Single flow direction assigned to the central pixel in a 3 x 3 neighborhood using D8 (a) and multiple flow directions assigned to the central pixel in a 3 x 3 neighborhood using
MDF (b). Multiple flow directions are assigned and a fraction of the mass of the central cell is distributed to each of the three lower cells that the arrows point to in (b). All mass
fractions together must sum to one in order to conserve mass in (b) as well. Gray values represent elevation increasing with darkness of the cell in both instances.

From Gruber and Peckham, 2009, pp. 176-177.

been used successfully in a variety of hydrological applications because
the aforementioned conditions are frequently encountered along
drainage paths and in zones of water concentration in many landscapes
(e.g. Beven and Kirkby, 1979; Burt and Butcher, 1985; Moore and Burch,
1986; O'Loughlin, 1986; Sivapalan et al, 1987; Moore et al., 1988;
Phillips, 1990; Moore and Wilson, 1992; Montgomery and Dietrich,
1994; Moore and Wilson, 1994; Kheir et al., 2007).

However, these types of static indices must be used carefully to
predict the distribution of dynamic phenomena like soil water content
because surface saturation is a threshold process, the presence of hysteric
effects, and the reliance on one or more assumptions. The two most
important assumptions in this case are that: (1) the gradient of the
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Fig. 9. Contributing area (ha) grid derived from the Cottonwood Creek, Montana DEM
using the D8 single flow direction algorithm, with the catchment boundary overlaid.
From Wilson and Gallant, 2000c, p. 62.

piezometric head, which dictates the direction of subsurface flow, is
assumed to be parallel to the land surface; and (2) there is sufficient time
between rainstorms for the subsurface flow to achieve a steady state
(Moore et al., 1993a). Numerous authors have described the pitfalls of
using these kinds of indices in inappropriate ways. Jones (1986, 1987), for
example, documented some of the advantages and limitations of using
wetness indices to describe spatial patterns of soil water content and
drainage, and Quinn et al. (1995) summarized the various problems and
described how the steady-state topographic wetness index can be
calculated and used effectively as part of the TOPMODEL hydrologic
modeling framework. Numerous variants of the original equation have
also been proposed. Barling (1992), for example, proposed a quasi-
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Fig. 10. Contributing area (ha) grid derived from the Cottonwood Creek, Montana DEM
using the DEM stream tube algorithm, with the catchment boundary overlaid.
From Wilson and Gallant, 2000c, p. 67.
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dynamic topographic wetness index (QD-TWI) to overcome the
limitations of the steady-state assumption and used it to show how the
topographic hollows and not the drainage channels themselves
determined the response of a semi-arid catchment in New South
Wales, Australia [see Barling et al. (1994) for additional details], and
Wood et al. (1997) later proposed an alternative index to predict the
saturated zone thickness that incorporated both spatial and temporal
variation in recharge. Nguyen and Wilson (2010) calculated QD-TWI
using a variety of flow routing algorithms (the D8 single flow direction
flow routing algorithm was used in the original work) and showed how
the results varied depending on the flow routing algorithm that was
utilized.

Turning next to the radiation transfer functions, Bohner and Antonic
(2009) offer an especially broad and eclectic summary of the land
surface parameters that rely on the assertion that the shape and
character of the land surface controls the spatial variability of near-
ground atmospheric processes and associated climatic variations. We
will ignore the regionalization approaches that employ kriging,
universal kriging and splines to map the climate variables measured
at climate stations [see Daly et al. (2002), Hutchinson (1995, 2008),
Jarvis and Stuart (2001), Lloyd (2005), Thornton and Running (1999),
Thornton et al. (1997, 2000) for examples of approaches that can
generate satisfactory results given a regular distribution of input data
and proper representation of topo-climatic settings] and instead focus
on the land surface parameters that have been proposed and used to
assess the variability of the short- and long-wave radiation fluxes across
the land surface.

The best methods for calculating these parameters will account for
the three major causes of spatial variability of radiation at the land
surface: (1) the orientation of the Earth relative to the sun; (2) the
presence of clouds and other atmospheric effects; and (3) the
topographic effects. The SRAD model, for example, calculates potential
solar radiation as a function of latitude, slope, aspect, topographic
shading and time of year, and then modifies these estimates using
information about monthly average cloudiness and sunshine hours
(Moore et al., 1993b; Wilson and Gallant, 2000a,b,c).

The short-wave irradiance is computed at both flat and sloping sites
using a three-part approach in SRAD. The potential or extraterrestrial
irradiance on a horizontal surface just outside the earth's atmosphere is
calculated first. Next, a series of instantaneous clear-sky, short-wave
radiation fluxes are calculated for each of the DEM grid points at
12 minute intervals from sunrise to sunset, and direct beam and diffuse
fluxes are calculated for flat sites and direct beam, circumsolar diffuse,
isotropic diffuse and reflected fluxes are calculated for sloping sites.
These instantaneous values are then summed to obtain daily totals and
these values are adjusted to account for the effects of cloudiness. Daily
temperature is extrapolated across the surface using a method that
corrects for elevation via a lapse rate, slope-aspect effects via a short-
wave radiation ratio, and vegetation effects via a leaf area index [see
Hungerford et al. (1989), Running (1991), Running and Thornton
(1996), and Running et al. (1987) for additional details] and the daily
outgoing and incoming long-wave irradiances are calculated from the
surface temperatures in the first instance and the air temperatures and
fraction of sky visible at each grid point in the second case. The
aforementioned short- and long-wave radiation fluxes are then used to
estimate the surface energy budget at each grid point for a user-
specified period ranging from one day to a year in length.

SRAD is but one of a number of models that have been proposed for
calculating the radiation fluxes and the accompanying land surface
parameters [see Kumar et al. (1997), r.sun (Hofierka, 1997; Stri and
Hofierka, 2004), Solar Analyst (Fu and Rich, 2000), SolarFlux (Hetrick
et al, 1993a,b; Dubyah and Rich, 1995), and Solei (Miklanek, 1993;
Mészaros, 1998) for additional examples| and the enduring novelty of
SRAD (relative to some of these other approaches) stems from the
attempt that was made to incorporate the effects of cloudiness in the
calculations. All of the aforementioned models document how spatial

variability in elevation, slope, aspect, and shadowing can create very
strong local gradients in solar radiation and thereby exert a large
influence on the photosynthesis and evapotranspiration processes and
ensuing vegetation diversity and biomass production at specific
locations on the land surface [see Austin et al. (1984), Franklin (1995),
Moore et al. (1993b) and Tajchman and Lacey (1986) for early examples
documenting these kinds of relationships].

One last observation worth noting is the difficulty of verifying
these parameter estimates because most radiation stations are located
on flat terrain (i.e. horizontal surfaces). One possible way around this
problem is to use satellite data for estimating incoming solar
radiation. Hence, Bohner and Antoni¢ (2009) described one such
study by Dubuyah and Loechel (1997) which combined the coarse
spatial resolution data of Geostationary Satellite Server imagery with
the fine spatial resolution DEM-based topography using the direct-
diffuse partitioning algorithm of Erbs et al. (1982), the elevation
correction formulations of Dubuyah and van Katwijk (1992) and the
various equations describing the topographic effects on direct, diffuse
and reflected radiation (as noted above) and described in detail in
Bohner and Antonic (2009, p. 199-207). The main challenges involve
developing and validating new parameterization schemes that
address process mechanics and space-time issues involving data and
analysis (e.g. Sheng et al., 2009).

5. DEM error and propagation

A chronologically ordered review of the many books and articles
which have been written on digital terrain modeling during the past
25 years would show how DEMs can be produced and analyzed in
both an increasing number and variety of ways nowadays. Such a
review would also demonstrate the many subtleties that are
embedded in the various data sources and methods and how errors
can be introduced at many stages of the production process. The
tendency for different sensors (i.e. radar vs. optical vs. LiDAR for
example) to incorporate systematic and random errors that, in turn,
generate bias in elevation and the computed land surface parameters
(slope, aspect, etc.) was noted earlier.

There are many challenges here. Some can be attributed to the fact
that these errors may vary with the choice of sensor and/or specific
application (i.e. method of deployment) which means that it will be
difficult to subtract one DEM from another to detect altitude variations
for assessing change, erosion, deposition, etc. (e.g. Burns et al., 2010). A
second set of challenges concerns the propagation of the elevation
errors in the primary and secondary land surface parameters and the
considerable effort that usually is required to identify them. The usual
approach for propagating errors incorporates statistically modeling the
error in the DEM (which is usually only partially known) and running a
Monte Carlo analysis (Temme et al, 2009). The best workflows will
utilize these techniques to check for and hopefully remove some or all of
these errors; however, the errors in the source data cannot always be
eliminated and those interested in using the land surface parameters
calculated from DEMs must be cognizant of these errors and how they
may affect their own workflows and the interpretation of the
significance of their results.

That said, it is worth taking stock of what we know about the
accuracy of DEM elevation values and the land surface parameters
calculated from these elevations. Numerous approaches have been
proposed to assess the accuracy of DEM elevation values [see
Hutchinson (2008) and Temme et al. (2009) for additional details].
Many researchers have compared a set of heights derived from the
DEM with ‘real’ elevation values taken from a more accurate source of
topographic data and then calculated the root mean square error of
elevation (RMSE) to represent the difference between the estimated
and true values (Wise, 2000). One problem with this approach is that
it ignores both the presence of systematic bias and the spatial pattern
of errors which is critical for those land surface parameters that are
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heavily influenced by the shape of the land surface (Hutchinson and
Gallant, 2000; Deng et al., 2008). Carara et al. (1997) suggested five
simple criteria to evaluate DEM quality when the DEM is constructed
from contours — the DEM should have the same values as contours
close to the contour lines, the DEM values must be in the range given
by the bounding contour lines, the DEM values should vary almost
linearly between the values of the bounding contour lines, the DEM
patterns must reflect realistic shapes in flat areas, and the artifacts
must be limited to a small proportion of the data set — that may have
broader relevance. Hutchinson and Gallant (2000) have suggested a
larger and more diverse list of simple metrics for measuring quality
for DEMs constructed from surface-specific point elevation and
contour- and stream-line data that incorporate some of the same
ideas and there is a rapidly growing literature documenting the
quality of the DEMs constructed from remote sensed sources (e.g.
Carabajal and Harding, 2006; Hofton et al., 2006; Rodriguez et al.,
2006; Shortridge, 2006; Berry et al., 2007; Bhang et al., 2007).

Whatever the source of the elevation data, a high resolution DEM
may still have greater uncertainty than a low resolution DEM if we are
less certain of its attribute values and the errors in DEMs may
propagate to the land surface parameters and modeling results in
ways that are not easily predicted — see Aerts et al. (2003), Band et al.
(1995), Bolstad and Stowe (1994), Chow and Hodgson (2009),
Desmet (1997), Endreny and Wood (2001), Fisher and Tate (2006),
Holmes et al. (2000), Hunter and Goodchild (1997), Lindsay (2006),
Lindsay and Creed (2005b), Lindsay and Evans (2006), Van Niel et al.
(2004), Wise (1998), and Wood et al. (1997) for examples spanning a
large variety of land surface parameters and DEM data sources.

In one particularly impressive study of this kind, Temme et al.
(2009) examined the propagation of errors from DEMs for the slope (a
local land surface parameter), the topographic wetness index (a
regional land surface parameter) and the soil redistribution resulting
from water erosion (a complex model output) in the Baranja Hill,
Croatia watershed. The DEM errors propagated strongly to slope (the
mean coefficient of variation across 100 Monte Carlo simulations was
42% for unfilled DEMs and 49% for filled DEMs) but only moderately
for TWI (the mean coefficient of variation of TWI was 10% for unfilled
and 16% for filled DEMs) although the coefficient of variation for TWI
varied more spatially than that of slope. These results show that the
TWI values were less sensitive than slope to the input DEM but this
may have been influenced by the flow routing algorithm (Holmgren,
1994) that was used to calculate upslope contributing areas.

Temme et al. (2009) next used the water-erosion module of the
LAPSUS landscape evolution model (Schoorl et al., 2000) to simulate
erosion and deposition in the Baranja Hill study area for 10 years. The
model utilizes water flow and slope to calculate a sediment transport
capacity and calculates erosion and deposition by comparing this
transport capacity to the predicted amount of sediment in transport. The
latter was simulated with the same multiple flow direction algorithm
used to calculate TWI above and the approach of Temme et al. (2006)
was used to handle the flows of water and sediment into sinks. The latter
capability was vitally important because it meant that the model could
simulate erosion and deposition using both unfilled and filled DEMs. The
results, at first glance, might be viewed as reassuring because the
general erosion and deposition patterns were similar for unfilled and
filled DEMs with erosion occurring in the upper valleys and deposition
occurring in flat areas. However, the mean soil redistribution maps of
the 100 simulations on unfilled DEMs showed considerably more
deposition and less erosion than the filled DEMs (in part because the
depressions were filled prior to the model runs in the latter case) and
the results in both sets of model runs were very sensitive to errors in the
DEM (the mean coefficient of variation of soil redistribution was 4600%
for unfilled and 1000% for filled DEMs). Hence, the coefficients of
variation were larger and more spatially variable for soil redistribution
than they were for TWI and slope because the LAPSUS model results
were sensitive to three forms of error in the input DEM — those

associated with the error in the DEM and those that were introduced
into the slope and TWI terms by the same source error.

6. Conclusions

The foregoing review directs attention not only to the tremendous
advances in DEM data sources and digital terrain modeling techniques
that have characterized the past 25 years, but also to the kinds of
research that will be needed to continue making progress during the
next quarter century. There are at least four research paths that can be
expected to yield substantial benefits over such a timeframe.

The first path should focus on improving our knowledge of the
presence of and propagation of errors in both the current and new
remote sensing data sources that emerge. This is a challenging task
because many of the systematic and random errors in the current data
streams are specific to the sensor that is used and the protocols and
methods that have been used in individual projects to guide its
deployment (Dowman, 2004). This state of affairs suggests that we
will need to find ways to clarify and publish this information (since
much of it has been held as proprietary information by the firms that
have built and deployed the aforementioned technologies until now)
and that in many instances we will need to develop sensor-specific
solutions to solve whatever problems are uncovered.

The second path combines field observation and the development
and testing of new analytical methods. Taking the modeling of flow
directions and upslope contributing areas as examples, there is an
urgent need to learn more about the ways in which the land surface
and the interactions with the underlying soil and regolith influence
the rainfall-runoff relationships and the growth and contraction of
flow networks in specific environments. Lindsay and colleagues at the
University of Guelph in Ontario, Canada, for example, are exploring
the spatial pattern and timing of ephemeral flows in headwater
channels that may provide some important new insights [see Lindsay
and Evans (2006) and Lindsay et al. (2008) for some additional
background]. These kinds of projects are time-consuming but vital if
we are to develop DEM datasets and analytical methods that support
the representation of the key hydrologic and geomorphic processes
(i.e. those influencing non-point source pollution) operating in
specific landscapes (e.g. Mitasova et al., 1995).

The third research path is similar to the second line but likely to
yield faster returns. The goal here would be to combine and integrate
“best” practices, as exemplified by the following example. The QD-
TWI model proposed by Barling (1992) would appear to have
considerable merit given what is known about the distribution of
soil moisture along with both the surface and subsurface flow patterns
in a variety of semi-arid and arid landscapes. However, the original
QD-TWI model incorporated the D8 flow routing algorithm and
numerous studies have demonstrated that D8 generates many
unfortunate artifacts. The DEMON flow routing algorithm, on the
other hand, offers numerous advantages but sometimes fails in areas
with flat terrain and suffers from slow performance when applied to
relatively fine resolution DEMs covering large areas. Nguyen (2011)
has exploited this opportunity - by building a faster and more robust
version of DEMON along with a flexible version of the QD-TWI model
that allows the user to choose from a variety of flow routing
algorithms - so that terrain analysts can work with both approaches
simultaneously. There are many opportunities like this one that can be
exploited in the immediate future.

The fourth and final research path concerns scale effects. An
enduring need [see Gallant et al. (2000) for example], the rapid advent
and adoption of fine resolution remote sensing digital elevation data
sources means that there is not only an urgent need to improve our
understanding of the ways in which these fine scale (i.e. resolution) data
sources influence the computed land surface parameters, but also a
continuing need to develop and refine techniques that: (1) combine
representations of the land surface across multiple scales (e.g. Gallant
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and Dowling, 2003; Deng and Wilson, 2008 ); and (2) permit the
modern terrain analyst to move seamlessly across scales.

Finally, the foregoing review is hopefully also instructive for those
interested in calculating one or more of the aforementioned land
surface parameters as a part of some digital terrain modeling
workflow and using the results as inputs in some environmental
modeling application(s). The current state-of-the-art suggests that
the present-day terrain analyst will need to choose wisely among the
various options while paying special attention to their own project
goals, the advantages and disadvantages of different data sources and
digital terrain modeling techniques, the characteristics of their study
area(s) and how errors might have been introduced and propagated
in their workflows, and the significance of these errors for the results
that are produced.

Acknowledgments

The thoughtful criticisms and suggestions of two anonymous
reviewers and the continued encouragement of the Binghamton
Symposium organizers are greatly appreciated and helped strengthen
an earlier draft of this manuscript.

References

Abdulla, FA., Lettenmier, D.P., 1997. Development of regional parameter estimation
equations for a macroscale hydrologic model. Journal of Hydrology 197, 230-257.

Aerts, CJ.H., Heuvelink, G.B.M., Goodchild, M.F,, 2003. Accounting for spatial
uncertainty in optimization with spatial decision support systems. Transactions
in GIS 7, 211-230.

Antoni¢, O., Pernar, N., Jelaska, S.D., 2003. Spatial distribution of main forest soil groups
in Croatia as a function of basic pedogenetic factors. Ecological Modeling 170,
363-371.

Austin, M.P., Cunningham, R.B., Fleming, P.M., 1984. New approaches to direct gradient
analysis using environmental scalars and statistical curve-fitting procedures.
Vegetatio 55, 11-27.

Band, LE., 1986. Topographic partition of watersheds with digital elevation models.
Water Resources Research 22, 15-24.

Band, L.E., 1989. A terrain based, watershed information system. Hydrological Processes
3, 151-162.

Band, LE., 1991. Distributed parameterization of complex terrain. Surveys in
Geophysics 12, 249-270.

Band, LE., 1993. Effect of land surface representation on forest water and carbon
budgets. Journal of Hydrology 150, 749-772.

Band, L.E., 2011—this issue. GIS-based hydrological modeling and mapping.
Geomorphology.

Band, L.E., Vertessey, R., Lammers, R.B., 1995. The effect of different terrain
representation schemes and resolution on simulated watershed processes.
Zeitschrift fur Geomorphologie, Suppl-Bd. 101, 187-199.

Barling, R.D., 1992. Saturation zones and ephemeral gullies on arable land in
southeastern Australia. Unpublished PhD Dissertation, University of Melbourne.

Barling, R.D., Moore, L.D., Grayson, R.B., 1994. A quasi-dynamic wetness index for
characterizing the spatial distribution of zones of surface saturation and soil water
content. Water Resources Research 30, 1029-1044.

Beasley, D.G. Huggins, LF., 1978. ANSWERS: a model for watershed planning.
Proceedings of the Tenth Conference on Water Simulation (Volume 2), Miami
Beach, Florida, pp. 503-515.

Berry, P.A.M,, Garlick, J.D., Smith, R.G., 2007. Near-global validation of the SRTM DEM
using satellite radar altimetry. Remote Sensing of Environment 106, 17-27.

Beven, K., Kirkby, MJ., 1979. A physically-based, variable contributing area model of
basin hydrology. Hydrological Sciences Bulletin 24, 43-69.

Bhang, K.J., Schwartz, FW., Braun, A., 2007. Verification of the vertical error in C-Band
SRTM DEM using ICESat and Landsat-7, Otter Tail County, MN. IEEE Transactions on
Geoscience and Remote Sensing 45, 36-44.

Bishop, M.P., 2011—this issue. Geospatial technologies and digital geomorphological
mapping: concepts, issues, and, research. Geomorphology.

Bishop, T.F.A., Minasny, B., 2005. Environmental soil-terrain modeling: the predictive
potential and uncertainty. In: Grunwald, S. (Ed.), Environmental Soil-Landscape
Modeling: Geographic Information Technologies and Pedometrics. FL, CRC Press,
Boca Raton, pp. 185-213.

Bohner, J., Antoni¢, O., 2009. Land-surface parameters specific to topo-climatology. In:
Hengl, T., Reuter, H.I. (Eds.), Geomorphometry: Concepts, Software, Applications.
Amsterdam, Elsevier, pp. 195-226.

Bolstad, P.V., Lillesand, T.M., 1992. Improved classification of forest vegetation in
northern Wisconsin through a rule-based combination of soils, terrain, and Landsat
TM data. Forest Science 38, 5-20.

Bolstad, P.V., Stowe, T., 1994. An evaluation of DEM accuracy: elevation, slope and
aspect. Photogrammetric Engineering and Remote Sensing 60, 1327-1332.

Burns, W.J., Coe, J.A,, Kay, B.S., Ma, L., 2010. Analysis of elevation changes detected from
multi-temporal LiDAR surveys in forested landslide terrain in western Oregon.
Environmental and Engineering Geoscience 16, 315-341.

Burrough, P.A., Wilson, J.P., van Gaans, P.F.M., Hansen, AJ., 2000. Fuzzy k-means
classification of topo-climatic data as an aid to forest mapping in the Greater
Yellowstone Area, USA. Landscape Ecology 16, 523-546.

Burt, T.P., Butcher, D.P., 1985. Topographic controls of soil moisture distribution. Journal
of Soil Science 36, 469-486.

Carabajal, C., Harding, D., 2006. SRTM C-Band and ICES at laser altimetry elevation
comparisons as a function of tree cover and relief. Photogrammetric Engineering
and Remote Sensing 72, 287-298.

Carara, A, Bitelli, G., Carla, R., 1997. Comparison of techniques for generating digital
terrain models from contour lines. International Journal of Geographical Informa-
tion Science 11, 451-473.

Chirico, G.B., Western, A.W., Grayson, R.B., Giinter, B., 2005. On the definition of the flow
width for calculating specific catchment area patterns from gridded elevation data.
Hydrological Processes 19, 2539-2556.

Chow, T.E., Hodgson, M.E., 2009. Effects of LIDAR post-spacing and DEM resolution to
mean slope estimation. International Journal of Geographical Information Science
23,1277-1295.

Costa-Cabral, M., Burges, SJ., 1994. Digital Elevation Model Networks (DEMON), a
model of flow over hillslopes for computation of contributing and dispersal areas.
Water Resources Research 30, 1681-1692.

Daly, C., Gibson, W.P., Taylor, G.H., Johnson, G.L., Pasteris, P., 2002. A knowledge-based
approach to the statistical mapping of climate. Climatic Research 22, 99-113.
Deng, Y.X., 2007. New trends in digital terrain analysis: landform definition,
representation, and classification. Progress in Physical Geography 31, 405-419.
Deng, Y.X., Wilson, ].P., 2006. The role of attribute selection in GIS representations of the
biophysical environment. Annals of the Association of American Geographers 96,

47-63.

Deng, Y.X., Wilson, J.P., 2008. Multi-scale and multi-criteria mapping of mountain peaks
as fuzzy entities. International Journal of Geographical Information Science 22,
205-218.

Deng, Y.X., Wilson, ].P., Sheng, ]., 2006. The sensitivity of fuzzy landform classification to
variable attribute weights. Earth Surface Processes and Landforms 31, 1452-1462.

Deng, Y.X., Wilson, ].P., Bauer, B.O., 2007. DEM resolution dependencies of terrain
attributes across a landscape. International Journal of Geographical Information
Science 21, 187-213.

Deng, Y.X., Wilson, J.P., Gallant, ].C., 2008. Terrain analysis. In: Wilson, J.P., Fothering-
ham, AS. (Eds.), The Handbook of Geographic Information Science. Blackwell
Publishers, Oxford, pp. 417-435.

Desmet, P.JJ., 1997. Effects of interpolation errors on the analysis of DEMs. Earth Surface
Processes and Landforms 22, 563-580.

Desmet, P.J.J., Govers, G., 1996. Comparison of routing algorithms for digital elevation
models and their implications for predicting ephemeral gullies. International
Journal of Geographical Information Systems 10, 311-331.

Dikau, R., 1989. The application of a digital relief model to landform analysis. In: Raper,
J. (Ed.), Three-Dimensional Applications of in Geographical Information Systems.
Taylor and Francis, London, pp. 77-90.

Dowman, [.J., 2004. Integration of LIDAR and IFSAR for mapping. International Archives
of the Photogrammetry, Remote Sensing and Spatial Information Sciences 35,
90-100.

Dubuyah, R., Loechel, S., 1997. Modeling topographic solar radiation using GOES data.
Journal of Applied Meteorology 36, 141-154.

Dubuyah, R,, van Katwijk, V., 1992. The topographic distribution of annual incoming solar
radiation in the Rio Grande river basin. Geophysical Research Letters 19, 2231-2234.

Dubyah, R, Rich, P.M., 1995. Topographic solar radiation models for GIS. International
Journal of Geographical Information Systems 9, 405-419.

Endreny, T.A.,, Wood, E.F., 2001. Representing elevation uncertainty in runoff modeling
and flowpath mapping. Hydrological Processes 15, 2223-2236.

Endreny, T.A., Wood, E.F., 2003. Maximizing spatial congruence of observed and DEM-
delineated overland flow networks. International Journal of Geographical Infor-
mation Science 17, 699-713.

Erbs, D.G., Klein, S.A,, Duffie, ].A., 1982. Estimation of the diffuse radiation fraction for
hourly, daily and monthly average global radiation. Solar Energy 28, 293-302.
Evans, LS., 1972. General geomorphometry, derivatives of altitude, and descriptive
statistics. In: Chorley, RJ. (Ed.), Spatial Analysis in Geomorphology. Harper and

Row, London, pp. 17-90.

Evans, LS., 2011—this issue. Geomorphology and landform mapping: what is a
landform? Geomorphology.

Fairfield, ]., Leymarie, P., 1991. Drainage networks from grid digital elevation models.
Water Resources Research 27, 709-717.

Filin, S., 2003. Recovery of systematic biases in laser altimetry data using natural
surfaces. Photogrammetric Engineering and Remote Sensing 57, 1235-1242.

Fisher, P.F.,, 1991. First experiments in viewshed uncertainty: the accuracy of the
viewshed area. Photogrammetric Engineering and Remote Sensing 57, 1321-1327.

Fisher, P.F., 1992. First experiments in viewshed uncertainty: simulating fuzzy
viewsheds. Photogrammetric Engineering and Remote Sensing 58, 345-352.

Fisher, P.F.,, 1993. Algorithm and implementation uncertainty in viewshed analysis.
International Journal of Geographical Information Systems 7, 331-347.

Fisher, P.F, 1995. An exploration of probable viewsheds in landscape planning.
Environment and Planning B 22, 527-546.

Fisher, P.F., 1996. Reconsideration of the viewshed function in terrain modeling.
Geographical Systems 3, 33-58.

Fisher, P.F., 1998. Improved modeling of elevation error with geostatistics. Geoinfor-
matica 2, 215-233.



J.P. Wilson / Geomorphology 137 (2012) 107-121 119

Fisher, P.F., Tate, NJ., 2006. Causes and consequences of error in digital elevation
models. Progress in Physical Geography 30, 467-489.

Florinsky, LV., 1998. Accuracy of local topographic variables derived from digital
elevation models. International Journal of Geographical Information Science 12,
47-62.

Franklin, J., 1995. Predictive vegetation mapping: geospatial mapping of biospatial
patterns in relation to environmental gradients. Progress in Physical Geography 19,
474-499.

Freeman, G.T., 1991. Calculating catchment area with divergent flow based on a regular
grid. Computers and Geosciences 17, 413-422.

Fu, P, Rich, P.M,, 2000. A geometric solar radiation model with applications in
agriculture and forestry. Computers and Electronics in Agriculture 37, 25-35.
Gallant, J.C., Dowling, T.I, 2003. A multi-resolution index of valley bottom flatness for

mapping depositional areas. Water Resources Research 39, 1347-1360.

Gallant, J.C., Wilson, J.P., 2000. Primary topographic attributes. In: Wilson, J.P., Gallant, ].C.
(Eds.), Terrain Analysis: Principles and Applications. John Wiley and Sons, New York,
pp. 51-85.

Gallant, J.C., Hutchinson, M.F., Wilson, ].P., 2000. Future directions for terrain analysis.
In: Wilson, J.P., Gallant, J.C. (Eds.), Terrain Analysis: Principles and Applications.
John Wiley and Sons, New York, pp. 423-427.

Garbrecht, J., Martz, LW., 1997. The assignment of drainage direction over flat surfaces
in raster digital elevation models. Journal of Hydrology 193, 204-213.

Gessler, P., Pike, R, MacMillan, R.A., Hengl, T., Reuter, H.I, 2009. The future of
geomorphometry. In: Hengl, T., Reuter, H.I. (Eds.), Geomorphometry: Concepts,
Software, Applications. Elsevier, Amsterdam, pp. 31-63.

Grimaldi, S., Nardi, F., Di Benedetto, F., Istanbulluoglu, E., Bras, R.L., 2007. A physically-
based method for removing pits in digital elevation models. Advances in Water
Resources 30, 2151-2158.

Gruber, S., Peckham, S., 2009. Land-surface parameters and objects in hydrology. In:
Hengl, T., Reuter, H.I. (Eds.), Geomorphometry: Concepts, Software, Applications.
Elsevier, Amsterdam, pp. 171-194.

Guzzetti, F.,, Reichenbach, P., Cardinali, M., Galli, M., Ardizzone, F., 2005. Probabilistic
landslide hazard assessment at the basin scale. Geomorphology 72, 272-299.
Hengl, T., 2006. Finding the right pixel size. Computers and Geosciences 32, 1283-1298.
Hengl, T., Evans, LS., 2009. Mathematical and digital models of the land surface. In:
Hengl, T., Reuter, H.I. (Eds.), Geomorphometry: Concepts, Software, Applications.

Elsevier, Amsterdam, pp. 31-63.

Hengl, T., Reuter, H.I. (Eds.), 2009. Geomorphometry: Concepts, Software, Applications.
Elsevier, Amsterdam.

Hengl, T., Gruber, S., Shrestha, D.P., 2004. Reduction of errors in digital terrain
parameters used in soil-landscape modeling. International Journal of Applied Earth
Observation and Geoinformation 5, 97-112.

Hernandez Encinas, A., Hernandez Encinas, L., Hoya White, S., Martin del Rey, A.,
Rodriquez Sanchez, G., 2007. Simulation of forest fire fronts using cellular
automata. Advances in Engineering Software 38, 372-378.

Hetrick, W.A., Rich, P.M., Barnes, F.J., Weiss, S.B., 1993a. GIS-based solar radiation flux
models. Proceedings of the ASPRS-ACSM Annual Convention, Volume 3.
American Society for Photogrammetry and Remote Sensing, Bethesda, MD,
pp. 132-143.

Hetrick, W.A., Rich, P.M., Weiss, S.B., 1993b. Modeling insolation on complex surfaces.
Proceedings of the Thirteenth Annual ESRI International User Conference, Volume
2. Environmental Systems Research Institute, Redlands, CA, pp. 447-458.

Hiranoa, A., Welch, R, Lang, H., 2003. Mapping from ASTER stereo image data: DEM
validation and accuracy assessment. ISPRS Journal of Photogrammetry and Remote
Sensing 57, 356-370.

Hodgson, M.E., Jensen, ].R,, Raber, G., Tullis, J., Davis, B., Schuckman, K., Thompson, G.,
2005. An evaluation of LiDAR-derived elevation and terrain slope in leaf-off
conditions. Photogrammetric Engineering and Remote Sensing 71, 817-823.

Hofierka, J., 1997. Direct solar radiation within an open GIS environment. Proceedings
of the 1997 Joint European GI Conference, Vienna, Austria, pp. 575-584.

Hofton, M., Dubayah, R., Blair, ].B., Rabine, D., 2006. Validation of SRTM elevations over
vegetated and non-vegetated terrain using medium footprinting LiDAR. Photo-
grammetric Engineering and Remote Sensing 72, 279-285.

Holmes, KW., Chadwick, O.A., Kyriakidis, P.C., 2000. Error in a USGS 30 m digital
elevation model and its impact on digital terrain modeling. Journal of Hydrology
233, 154-173.

Holmgren, P., 1994. Multiple flow direction algorithms for runoff modeling in grid based
elevation models: an empirical evaluation. Hydrological Processes 8, 327-334.

Homann, P.S., Sollins, P., Fiorella, M., Thorson, T., Kern, J.S., 1998. Regional soil organic
carbon storage estimates for western Oregon by multiple approaches. Soil Science
Society of America Journal 62, 789-796.

Hungerford, R.D., Nemani, RR., Running, SW., Coughlan, J.C., 1989. MTCLIM: a
mountain microclimate simulation model. International Research Station Research
Paper No. INT-414. U.S. Department of Agriculture, Forest Service, Ogden, UT.

Hunter, GJ., Goodchild, M.F., 1997. Modeling the uncertainty of slope and aspect
estimates derived from spatial databases. Geographical Analysis 29, 35-49.

Hutchinson, M.F., 1988. Calculation of hydrologically sound digital elevation models.
Proceedings of the Third International Symposium on Spatial Data Handling,
Sydney, Australia, pp. 117-133.

Hutchinson, M.F.,, 1989. A new procedure for gridding elevation and stream line data
with automatic removal of spurious pits. Journal of Hydrology 106, 211-232.
Hutchinson, M.F., 1995. Interpolating mean rainfall using thin plate smoothing splines.

International Journal of Geographical Information Science 9, 385-403.

Hutchinson, M.F., 1996. A locally adaptive approach to the interpolation of digital
elevation models. Proceedings of the Third International Conference/Workshop on
Integrating GIS and Environmental Modeling, Santa Fe, New Mexico: CD-ROM.

Hutchinson, M.F,, 2008. Adding the Z-dimension. In: Wilson, J.P., Fotheringham, A.S.
(Eds.), The Handbook of Geographic Information Science. Blackwell Publishers,
Oxford, pp. 144-168.

Hutchinson, M.F., Gallant, J.C., 2000. Digital elevation models and representation of
terrain shape. In: Wilson, J.P., Gallant, J.C. (Eds.), Terrain Analysis: Principles and
Applications. John Wiley and Sons, New York, pp. 29-50.

Jarvis, CH,, Stuart, N., 2001. A comparison among strategies for interpolating maximum
and minimum daily air temperatures. Journal of Applied Meteorology 40,
1075-1084.

Jenson, S.K., Domingue, J.0., 1988. Extracting topographic attributes from digital
elevation data for geographical information system analysis. Photogrammetric
Engineering and Remote Sensing 54, 1593-1600.

Jones, J.A., 1986. Some limitations to the a/s index for predicting basin-wide patterns of
soil water drainage. Zeitschrift fiir Geomorphologie 60, 7-20.

Jones, J.A., 1987. The initiation of natural drainage networks. Progress in Physical
Geography 11, 205-245.

Jones, K.H., 1998. A comparison of algorithms used to compute hill slope as a property
of the DEM. Computers and Geosciences 24, 315-323.

Katzenbeisser, R., 2003. On the calibration of LiDAR sensors. In: Maas, H.-G., Vosselman, G.,
Streilein, A. (Eds.), 3-D Reconstruction from Airborne Laserscanner and InSAR Data. The
Netherlands, Institute of Photogrammetry and Remote Sensing, Faculty of Geolnforma-
tion Science and Earth Observation, University of Twente, Enschede, pp. 59-64.

Kheir, R.B., Wilson, J.P., Deng, Y.X., 2007. Use of terrain variables for mapping gully
erosion susceptibility in Lebanon. Earth Surface Processes and Landforms 32,
1770-1782.

Kienzle, S., 2004. The effect of DEM raster resolution on first order, second order, and
compound terrain derivatives. Transactions in GIS 8, 83-111.

Kumar, L., Skidmore, A.K., Knowles, E., 1997. Modelling topographic variation in solar
radiation in a GIS environment. International Journal of Geographical Information
Science 11, 475-497.

LaLlonde, T., Shortridge, A., Messina, J., 2010. The influence of land cover on Shuttle
Radar Topography Mission (SRTM) elevations in low-relief areas. Transactions in
GIS 14, 461-479.

Lea, N.L, 1992. An aspect driven kinematic routing algorithm. In: Parsons, Al].,
Abrahams, A.D. (Eds.), Overland Flow: Hydraulics and Erosion Mechanics.
Chapman and Hall, New York, pp. 147-175.

Li, Z., Zhu, Q., Gold, C., 2005. Digital Terrain Modeling: Principles and Methodology. CRC
Press, Boca Raton, FL.

Lindsay, J.B., 2006. Sensitivity of channel mapping techniques to uncertainty in digital
elevation data. International Journal of Geographical Information Science 20,
669-692.

Lindsay, ].B., Creed, L.F., 2005a. Removal of artifact depressions from digital elevation
models: towards a minimum impact approach. Hydrological Processes 19,
3113-3126.

Lindsay, ].B., Creed, L.F., 2005b. Sensitivity of digital landscapes to artifact depressions in
remotely-sensed DEMs. Photogrammetric Engineering and Remote Sensing 71,
1029-1036.

Lindsay, ].B., Creed, LF., 2006. Distinguishing between artifact and real depressions in
digital elevation data. Computers and Geosciences 32, 1194-1204.

Lindsay, ].B., Evans, M.G., 2006. The influence of elevation error on the morphometrics
of channel networks extracted from DEMs and the implications for hydrological
modeling. Hydrological Processes 22, 1588-1603.

Lindsay, J.B., Rothwell, ].J., Davies, H., 2008. Mapping outlet points used for watershed
delineation onto DEM-derived stream networks. Water Resources Research 44,
W08442.

Lloyd, C.D., 2005. Assessing the effect of integrating elevation data into the estimation
of monthly precipitation in Great Britain. Journal of Hydrology 308, 128-150.
MacMillan, R.A., Shary, P.A., 2009. Landforms and landform elements in geomorpho-
metry. In: Hengl, T., Reuter, HI. (Eds.), Geomorphometry: Concepts, Software,

Applications. Elsevier, Amsterdam, pp. 227-254.

Martz, LW., de Jong, E., 1988. CATCH: a Fortran program for measuring catchment area
from digital elevation models. Computers and Geosciences 14, 627-640.

Martz, LW., Garbrecht, J., 1999. An outlet breaching algorithm for the treatment of
closed depressions in a raster DEM. Computers and Geosciences 25, 835-844.
Maune, D.F.,, 2001. Digital Elevation Models and Technologies and Applications: The
DEM Users Manual. American Society for Photogrammetry and Remote Sensing,

Bethesda, MD.

Mészaros, 1., 1998. Modelovanie prikonu slnecnej energie na horské povodie. Acta
Hydrologica Slovaca 1, 68-75.

Miklanek, P., 1993. The Estimation of Energy Income in Grid Points over the Basin Using
a Simple Digital Elevation Model. European Geophysical Society, Annales
Geophysicae, 11, Suppl. II. Springer, Berlin.

Miller, AM., White, R.A., 1998. A conterminous United States multilayer soil characteristics
database for regional climate and hydrology modeling. Earth Interactions 2, 1-26.

Mitasova, H., Harmon, R.S., Weaver, K., Lyons, N., Overton, M.F., 2011—this issue.
Scientific visualization of landscape and landforms. Geomorphology.

Mitasova, H., Mitas, L., Brown, W.M., Gerdes, D.P., Kosinovsky, 1., Baker, T., 1995.
Modeling spatially and temporally distributed phenomena: new methods and tools
for GRASS GIS. International Journal of Geographical Information Systems 9,
433-446.

Montgomery, D.R., Dietrich, W.E., 1989. Source areas, drainage density, and channel
initiation. Water Resources Research 25, 1907-1918.

Montgomery, D.R., Dietrich, W.E,, 1992. Channel initiation and the problem of
landscape scale. Science 255, 826-830.

Montgomery, D.R,, Dietrich, W.E., 1994. A physically-based model for the topographic
control on shallow landsliding. Water Resources Research 30, 1153-1171.



120 J.P. Wilson / Geomorphology 137 (2012) 107-121

Moore, L.D., Burch, G.J., 1986. Modeling erosion and deposition: topographic effects.
Transactions of the American Society of Agricultural Engineers 29, 1624-1630,
1640.

Moore, I.D., Wilson, ].P., 1992. Length-slope factors for the Revised Universal Soil Loss
Equation: simplified method of estimation. Journal of Soil and Water Conservation
47, 423-428.

Moore, 1D., Wilson, J.P., 1994. Reply to “Comment on length-slope factors for the
Revised Universal Soil Loss Equation: simplified method of estimation” by G.R.
Foster. Journal of Soil and Water Conservation 49, 174-180.

Moore, 1.D., Burch, G.J., MacKenzie, D.H., 1988. Topographic effects on the distribution of
surface soil water and the location of ephemeral gullies. Transactions of the
American Society of Agricultural Engineers 31, 1098-1117.

Moore, 1.D., Grayson, RB., Ladson, AR, 1991. Digital terrain modeling: a review of
hydrological, geomorphological, and biological applications. Hydrological Processes 5,
3-30.

Moore, LD., Lewis, A., Gallant, ].C., 1993a. Terrain attributes: estimation methods and
scale effects. In: Jakeman, AJ., Beck, M.B., McAleer, MJ. (Eds.), Modeling Change in
Environmental Systems. John Wiley and Sons, New York, pp. 189-214.

Moore, 1.D., Norton, T.W., Williams, J.E., 1993b. Modeling environmental heterogeneity
in forested landscapes. Journal of Hydrology 150, 717-747.

Morris, D., Heerdegen, R., 1988. Automatically derived catchment boundaries and
channel networks and their hydrological applications. Geomorphology 1, 131-141.

Nelson, A., Reuter, H.I, Gessler, P., 2009. DEM production methods and sources. In:
Hengl, T., Reuter, H.I. (Eds.), Geomorphometry: Concepts, Software, and Applica-
tions. Elsevier, Amsterdam, pp. 65-85.

Nguyen, T.M., 2011. Uncertainty in Geomorphometry. Unpublished PhD Dissertation,
University of Southern California.

Nguyen, T.M., Wilson, J.P., 2010. Sensitivity of the quasi-dynamic topographic wetness
index to choice of DEM resolution, flow routing algorithm and soil variability.
Proceedings of the Ninth International Symposium on Spatial Accuracy Assessment
in Natural Resources and the Environmental Sciences (Accuracy 2010), Leicester,
United Kingdom.

O'Callaghan, J.F., Mark, D.M., 1984. The extraction of drainage networks from digital
elevation data. Computer Vision, Graphics and Image Processing 28, 323-344.
O'Loughlin, E.M., 1986. Prediction of surface saturation zones in natural catchments by

topographic analysis. Water Resources Research 22, 794-804.

Olaya, V., 2009. Basic land-surface parameters. In: Hengl, T., Reuter, H.Il. (Eds.),
Geomorphometry: Concepts, Software, Applications. Elsevier, Amsterdam, pp. 141-169.

Pain, C.F., 2005. Size does matter: relationships between image pixel size and landscape
process scales. In: Zerger, A., Argent, RM. (Eds.), Proceedings of the International
Congress on Modeling and Simulation (MODSIM 2005). Modeling and Simulation
Society of Australia and New Zealand, Melbourne, pp. 1430-1436.

Peckham, S.D., 1998. Efficient extraction of river networks and hydrologic measure-
ments from digital elevation data. In: Barndorff-Nielsen, O.E., Gupta, V.K., Pérez-
Abreu, V., Waymire, E. (Eds.), Stochastic Methods in Hydrology: Rain, Landforms,
and Floods. World Scientific, Singapore, pp. 173-203.

Pelletier, J., 2011—this issue. Soil mapping and modeling. Geomorphology.

Pennock, D.J., Zebarth, BJ., de Jong, E., 1987. Landform classification and soil
distribution in hummocky terrain, Saskatchewan, Canada. Geoderma 40, 297-315.

Phillips, J.D., 1990. A saturation-based model of relative wetness for wetland
identification. Water Resources Bulletin 26, 333-342.

Pike, RJ., Evans, LS., Hengl, 2009. Geomorphometry: a brief guide. In: Hengl, T., Reuter, H.I
(Eds.), Geomorphometry: Concepts, Software, Applications. Elsevier, Amsterdam,
pp. 3-30.

Planchon, O., Darboux, F., 2001. A fast, simple and versatile algorithm to fill the
depressions of digital elevation models. Catena 46, 159-176.

Qin, C,, Zhu, A.-X,, Pei, T., Li, B., Zhou, C,, Yang, L., 2007. An adaptive approach to selecting
the flow partition exponent for multiple flow direction algorithms. International
Journal of Geographical Information Science 21, 443-458.

Quinn, P.F, Beven, KJ., Chevallier, P., Planchon, O., 1991. The prediction of hillslope paths
for distributed hydrological modeling using digital terrain model. Hydrological
Processes 5, 59-79.

Quinn, P.F,, Beven, K., Lamb, R., 1995. The In(a/tan b) index: how to calculate it and how to
use it within the TOPMODEL framework. Hydrological Processes 9, 161-182.

Quinn, T., Zhu, A.-X,, Burt, J.E., 2005. Effects of detailed soil spatial information on
watershed modeling across different model scales. International Journal of Applied
Earth Observation and Geoinformation 7, 324-338.

Raaflaub, L.D., Collins, M.J., 2006. The effect of error in gridded digital elevation models
on the estimation of topographic parameters. Environmental Modeling and
Software 21, 710-732.

Rawls, WJ., 1983. Estimating soil bulk density from particle size analysis and organic
matter. Soil Science 135, 123-125.

Reuter, H.I, Kersebaum, K.C., Wendroth, O., 2005. Modeling of solar radiation
influenced by topographic shading: evaluation and application for precision
farming. Physics and Chemistry of the Earth 30, 139-149.

Reuter, H.I, Hengl, T., Gessler, P., Soille, P., 2009. Preparation of DEMs for
geomorphometric analysis. In: Hengl, T., Reuter, H.I. (Eds.), Geomorphometry:
Concepts, Software, and Applications. Elsevier, Amsterdam, pp. 87-120.

Rieger, W., 1992. Automated river line and catchment area extraction for DEM data.
Proceedings of the Seventeenth International Society for Photogrammetry and
Remote Sensing Congress, Washington, D.C. , pp. 642-649.

Rodriguez, E., Morris, C.S., Belz, J.E., Chapin, E.C., Martin, ].M., Daffer, W., Hensley, S.,
2005. An Assessment of the SRTM Topographic Products. Jet Propulsion Laboratory,
Pasadena, CA.

Rodriguez, E., Morris, C., Belz, ].E., 2006. A global assessment of the SRTM performance.
Photogrammetric Engineering and Remote Sensing 72, 249-260.

Ruiz, M., 1997. A causal analysis of error in viewsheds from USGS digital elevation
models. Transactions in GIS 2, 85-94.

Running, S.W., 1991. Computer simulation of regional evapotranspiration by integrating
landscape biophysical attributes with satellite data. In: Schmugge, T.W., Andre, J.
(Eds.), Land Surface Evaporation: Measurement and Parameterization. Springer,
London, pp. 359-369.

Running, S.W., Thornton, P.E., 1996. Generating daily surfaces of temperature and
precipitation over complex terrain. In: Goodchild, M.F,, Steyaert, L.T., Parks, B.O.,
Johnston, C., Maidment, D.R., Crane, M., Glendinning, S. (Eds.), GIS and
Environmental Modeling: Progress and Research Issues. GIS World Books, Fort
Collins, CO, pp. 93-98.

Running, SW., Nemani, R.R,, Hungerford, R.D., 1987. Extrapolation of synoptic meteoro-
logical data in mountainous terrain and its use for simulating forest evapotranspi-
ration and photosynthesis. Canadian Journal of Forest Research 17, 472-483.

Saunders, W.K., Maidment, D.R., 1996. A GIS Assessment of Nonpoint Source Pollution
in the San Antonio-Nueces Coastal Basin. Report No. 96-1. University of Texas
Center for Research in Water Resources, Austin, TX.

Saxton, K.E., Rawls, W].,, 2006. Soil water characteristic estimates by texture and
organic matter for hydrologic solutions. Soil Science Society of America Agronomy
Journal 70, 1569-1578.

Saxton, K.E., Rawls, W]., Romberger, ].S., Papendick, R.I., 1986. Estimating generalized
soil-water characteristics from texture. Transactions of the American Society of
Agricultural Engineers 50, 1031-1035.

Schmidt, J., Hewitt, A., 2004. Fuzzy land element classification from DTMs based on
geometry and terrain position. Geoderma 121, 243-256.

Schoorl, J.M., Sonneveld, M.P.W., Veldkamp, A., 2000. Three-dimensional landscape
process modeling: the effect of DEM resolution. Earth Surface Processes and
Landforms 25, 1025-1034.

Shary, P.A., Sharaya, L.S., Mitusov, A.V., 2002. Fundamental quantitative methods of
land surface analysis. Geoderma 107, 1-32.

Sheng, J., Wilson, J.P., Chen, N., Devinny, J.S., Sayre, ].M., 2007. Evaluating the quality of
the National Hydrography Dataset for watershed assessments in metropolitan
regions. GIScience and Remote Sensing 44, 283-304.

Sheng, J., Lee, S.J., Wilson, J.P., 2009. Comparison of land surface temperature (LST)
modeled with a spatially distributed solar radiation model (SRAD) and remote
sensing data. Environmental Modeling and Software 24, 436-443.

Shortridge, A., 2006. Shuttle Radar Topography Mission elevation data error and its
relationship to land cover. Cartography and Geographic Information Science 33,
65-75.

Sivapalan, M., Beven, KJ., Wood, E.F., 1987. On hydrologic similarity: 2, a scaled model
of storm runoff production. Water Resources Research 23, 2266-2278.

Skidmore, A.K., 1989. A comparison of techniques for calculating gradient and aspect
from a gridded digital elevation model. International Journal of Geographical
Information Systems 3, 323-334.

Slater, J.A., Heady, B., Kroenung, G., Curtis, W., Haase, J., Hoegemann, D., Shockley, C.,
Tracy, K., 2009. Evaluation of the New ASTER Global Digital Elevation Model.
National Geospatial-Intelligence Agency, Washington, D.C.

Soille, P., 2004. Optimal removal of spurious pits in grid digital elevation models. Water
Resources Research 40, W12509.

Soille, P., Gratin, C., 1994. An efficient algorithm for drainage networks extraction on
DEMs. Journal of Visual Communication and Image Representation 5, 181-189.

Soille, P., Vogt, J., Colombo, R., 2003. Carving and adaptive drainage enforcement of grid
digital elevation models. Water Resources Research 39, 1366-1378.

Speight, J.G., 1968. Parametric description of land form. In: Stewart, G.A. (Ed.), Land
Evaluation: Papers of a CSIRO Symposium. MacMillan, Melbourne, pp. 239-250.

Sulebak, J.R., Hjelle, ., 2003. Multi-resolution spline models and their applications in
geomorphology. In: Evans, LS., Dikau, R., Tokunaga, R., Ohmori, H., Hirano, M.
(Eds.), Concepts and Modeling in Geomorphology: International Perspectives.
Terra Publications, Tokyo, pp. 221-237.

Siri, M., Hofierka, J., 2004. A new GIS-based solar radiation model and its application for
photovoltaic assessments. Transactions in GIS 8, 175-190.

Tajchman, S.J., Lacey, CJ., 1986. Bioclimatic factors in forest site potential. Forest
Ecology and Management 14, 211-218.

Tang, G., Shi, W., Zhao, M., 2002. Evaluation of the accuracy of hydrologic data derived
from DEMs of different spatial resolution. In: Hunter, GJ., Lowell, K. (Eds.),
Proceedings of the Fifth International Symposium on Spatial Accuracy Assessment
in Natural Resources and Environmental Sciences (Accuracy 2000). RMIT
University, Melbourne, Victoria, pp. 204-213.

Tarboton, D.G., 1997. A new method for the determination of flow directions and upslope
areas in grid digital elevation models. Water Resources Research 33, 309-319.

Temme, AJ.A.M., Schoorl, J.M., Veldkamp, A., 2006. An algorithm for dealing with
depressions in dynamic landscape evolution models. Computers and Geosciences
32, 452-461.

Temme, AJ.AM., Heuvelink, GB.M., Schoorl, ] M., Claessens, L, 2009. Geostatistical
simulation and error propagation in geomorphometry. In: Hengl, T., Reuter, H.I. (Eds.),
Geomorphometry: Concepts, Software, and Applications. Elsevier, Amsterdam,
pp. 121-140.

Thompson, J.A., Bell, J.C., Butler, C.A., 2001. Digital elevation model resolution: effects on
terrain attribute calculation and quantitative soil-landscape modeling. Geoderma
100, 67-89.

Thornton, P.E., Running, S.W., 1999. An improved algorithm for estimating incident
daily solar radiation from measurements of temperature, humidity, and precipi-
tation. Agricultural and Forest Meteorology 93, 211-228.

Thornton, P.E., Running, S.W., White, M.A.,, 1997. Generating surfaces of daily
meteorological variables over large regions of complex terrain. Journal of
Hydrology 190, 214-251.



J.P. Wilson / Geomorphology 137 (2012) 107-121 121

Thornton, P.E., Hasenauer, H., White, M.A., 2000. Simultaneous estimation of daily solar
radiation and humidity from observed temperature and precipitation: an application
over complex terrain in Austria. Agricultural and Forest Meteorology 104, 255-271.

Van Niel, K., Laffan, S.W., Lees, B.G., 2004. Effect of error in the DEM on environmental
variables for predictive vegetation modeling. Journal of Vegetation Science 15,
747-756.

Waltman, WJ., Waltman, S.W., Palecki, M.A., 2003. A GIS-based spatial pattern analysis
model for eco-region mapping and characterization. International Journal of
Geographical Information Science 17, 445-462.

Wang, L., Liu, H, 2006. An efficient method for identifying and filling surface
depressions in digital elevation models for hydrologic analysis and modeling.
International Journal of Geographical Information Science 20, 193-213.

Warren, S.D., Hohmann, M.G., Auerswald, K., MitaSovd, H., 2004. An evaluation of
methods to determine slope using digital elevation data. Catena 58, 215-233.
Webster, T.L., Dias, G., 2006. An automated GIS procedure for comparing GPS and

proximal LiDAR elevations. Computers and Geosciences 32, 713-726.

Wilson, ].P., Burrough, P.A., 1999. Dynamic modeling, geostatistics, and fuzzy
classification: new sneakers for a new geography? Annals of the Association of
American Geographers 89, 736-746.

Wilson, J.P., Gallant, J.C. (Eds.), 2000a. Terrain Analysis: Principles and Applications.
John Wiley and Sons, New York.

Wilson, J.P., Gallant, J.C., 2000b. Digital terrain analysis. In: Wilson, J.P., Gallant, J.C.
(Eds.), Terrain Analysis: Principles and Applications. John Wiley and Sons, New
York, pp. 1-27.

Wilson, J.P., Gallant, ].C., 2000c. Secondary topographic attributes. In: Wilson, J.P.,
Gallant, J.C. (Eds.), Terrain Analysis: Principles and Applications. John Wiley and
Sons, New York, pp. 51-85.

Wilson, ].P., Inskeep, W.P., Wraith, ].M., Snyder, R.D., 1996. GIS-based solute transport
modeling applications: scale effects of soil and climate input data. Journal of
Environmental Quality 25, 445-453.

Wilson, J.P., Repetto, P.L., Snyder, R.D., 2000. Effect of data source, grid resolution, and
flow-routing method on computed topographic attributes. In: Wilson, J.P., Gallant,
J.C. (Eds.), Terrain Analysis: Principles and Applications. John Wiley and Sons, New
York, pp. 133-161.

Wilson, J.P., Lam, CS., Deng, Y.X., 2007. Comparison of performance of flow routing
algorithms used in Geographic Information Systems. Hydrological Processes 21,
1026-1044.

Wilson, ].P., Aggett, G.R., Deng, Y.X., Lam, C.S., 2008. Water in the landscape: a review of
contemporary flow routing algorithms. In: Zhou, Q., Lees, B.G., Tang, G.-A. (Eds.),
Advances in Digital Terrain Analysis. Springer Lecture Notes in Geoinformation and
Cartography, Berlin, pp. 213-236.

Wise, S.M., 1998. The effect of GIS interpolation errors on the use of digital elevation
models in geomorphology. In: Lane, S.N., Richards, K.S., Chandler, J.H. (Eds.),
Landform Monitoring, Modeling, and Analysis. John Wiley and Sons, Chichester,
pp. 139-164.

Wise, S.M., 2000. Assessing the quality of hydrological applications of digital elevation
models derived from contours. Hydrological Processes 14, 1909-1929.

Wolock, D.M., McCabe, G.J., 1995. Comparison of single and multiple flow direction
algorithms for computing topographic parameters in TOPMODEL. Water Resources
Research 31, 1315-1324.

Wood, R., Sivapalan, M., Robinson, ]., 1997. Modeling the spatial variability of surface
runoff using a topographic index. Water Resources Research 33, 1061-1073.
Zandbergen, P., 2008. Applications of Shuttle radar topography mission elevation data.

Geography Compass 2, 1404-1431.

Zevenbergen, LW., Thorne, C.R., 1987. Quantitative analysis of land surface topography.
Earth Surface Processes and Landforms 12, 47-56.

Zhang, W.H., Montgomery, D.R,, 1994. Digital elevation model grid size, landscape
representation, and hydrological simulations. Water Resources Research 30,
1019-1028.

Zhou, Q., Liu, X, 2002. Error assessment of grid-based flow routing algorithms used in
hydrological models. International Journal of Geographical Information Science 16,
819-842.

Zhou, Q,, Liu, X., 2004. Analysis of errors of derived slope and aspect related to DEM data
properties. Computers and Geosciences 30, 369-378.

Zhou, Q., Lees, B.G., Tang, G.-A. (Eds.), 2008. Advances in Digital Terrain Analysis.
Springer Lecture Notes in Geoinformation and Cartography, Berlin.

Zhu, A.-X., Mackay, D.S., 2001. Effects of spatial detail of soil information on watershed
modeling. Journal of Hydrology 248, 54-77.

Zhu, A.-X., Band, L.E., Vertessy, R., Dutton, B., 1997. Derivation of soil properties using a
soil land inference model (SoLIM). Soil Science Society of America Journal 61,
523-533.



	Digital terrain modeling
	Introduction
	Data capture
	Data preprocessing and DEM construction
	Calculation of land surface parameters
	Primary land surface parameters
	Secondary land surface parameters

	DEM error and propagation
	Conclusions
	Acknowledgments
	References


